Abstract—This letter presents a new phase unwrapping algorithm for synthetic aperture radar interferometry which combines a particle filter, a matrix-pencil (MP) local slope estimator, and an optimized region-growing technique. The advantages of the new method rely on the following contributions: The MP estimator provides better resolution to the local slope estimation, the particle filter enables simultaneous unwrapping and filtering without a priori statistics constraints, and the implemented region-growing technique adds diversity of unwrapping paths and ensures an optimum solution. Results introduced in this letter illustrate the main aspects of the new approach.
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I. INTRODUCTION

In previous works, the authors presented some phase-unwrapping (PU) algorithms based on the use of state-space techniques, such as the grid filter [1] and the particle filter [2]. The skeleton of these algorithms incorporates two main stages that are executed for every pixel. The first one, known as prediction stage, makes use of the previously unwrapped neighbors and the information provided by a local slope estimator to obtain a prediction for the unwrapped phase at a certain pixel. The second stage, known as update stage, incorporates the measurement (interferometric phase) at the pixel. Then, a filter combines prediction and measurement to obtain the optimal solution for that pixel, based on their covariance matrices, thus providing filtering and unwrapping simultaneously.

Regarding the filter, there are several options with different performances and different features from the viewpoint of the state-space approach. For instance, an extended Kalman filter can be employed [3], and it propagates (i.e., maintains for future use for the rest of pixels) only the adopted solution state and the covariance matrix. In case of applying a particle filter [2], the algorithm maintains both the solution state and a selection from the rest of state candidates (also known as particles). This selection is performed by a third stage known as resampling, and only the states whose associated weights are the highest are maintained.

Finally, a search strategy can be incorporated to add the capability of selecting the best pixel among all the candidates to be unwrapped at each time.

Among all the versions of the algorithm presented so far, the 2PPU, which states for the monoseed path following version of the Particle Filter PU (PFPU), was demonstrated in [2] to be a very robust PU tool. This solution combines a particle filter, a local slope estimator based on the mode of the power spectral density (PSD) [3], and a monoseed path following search strategy [4].

In this letter, an improved PU solution is proposed. This solution also makes use of a particle filter, like the 2PPU algorithm, but it incorporates two important differences which improve the overall performance of the approach. First, the local slope estimator based on the mode of the PSD has been replaced by a matrix pencil (MP) based one, since more accurate local phase slope predictions are expected from such a superresolution approach and smaller estimation windows can be employed. Second, an optimized region-growing strategy is used to drive the PU paths. As described later, the region-growing approach used here is optimum because only the pixel whose cost function is the best among all regions will be unwrapped at every step. The whole resulting method is more robust than previous ones because it can unwrap zones which other PU approaches simply mask or fail to unwrap, as illustrated in this letter with some examples.

This letter is organized as follows. Section II introduces the basics and advantages of using a particle filter for PU. Section III justifies the use of the MP-based local slope estimator. The optimized region-growing technique is presented in Section IV. Then, Section V illustrates the performance of the new method with some examples from both synthetic and real interferograms. Finally, conclusions are drawn in Section VI.

II. PARTICLE FILTERING

The particle filter was introduced in [2] to simultaneously perform filtering and PU. The Extended Kalman Filter introduced in [3] shares the same objective. However, the particle filter was shown to achieve better results than the Extended Kalman Filter since the latter is limited to Gaussian models, whereas the particle filter (PF) can model any kind of noise distributions. Note that the noise present in real interferograms is a marginal density distribution of the Wishart one.
A particle filter is a state-space algorithm, where each state has an associated weight indicating its importance among the complete space. Conceptually, the PF attempts to represent the posterior probability density function by a distribution of particles. The particles are defined as the set of states whose weights are the highest for each step. The objective is to calculate estimates of the states based on the set of all available observations up to current pixel.

Computationally, the PU algorithm based on a particle filter was shown to be an efficient solution since it can obtain accurate results but using only a selected group of states from the complete discrete space. In addition, it is also a precise method since the set of particles can be concentrated in the areas of interest.

III. MP-BASED LOCAL SLOPE ESTIMATOR

As it is well known, the precision of a local phase slope estimator based on the mode of the PSD is limited. This precision depends on the size of the window of data employed for the spectral (fast Fourier transform) estimation, which defines the sampling in the slope spectrum. A zero padding technique can be used to provide the slope estimations range with a higher granularity; however, it does not improve the precision of the estimator.

The MP technique belongs to a known group of super-resolution methods which do not suffer from this limitation. The basis for the calculation of certain parameters for sinusoids can be found in [5], and the idea and good performance of modeling a 1-D interferogram by a sum of dumped/undumped sinusoids was illustrated in [6]. However, we are interested in the calculus of bidimensional frequencies to model phase slopes at every pixel for bidimensional interferograms. Reference [7] provides a complete explanation on how to obtain bidimensional frequencies and, subsequently, the phase slope estimates. This reference constitutes the method implemented in the PU algorithm proposed in this letter.

IV. OPTIMIZED REGION-GROWING TECHNIQUE

A. Introduction

The path following method used in [2] grows from a single seed or starting point of the interferogram, so it can be considered a monoseed region-growing technique. As a consequence, sometimes there will be no other chance than crossing an area with high density of residues, hence arising the risk of introducing unwrapping errors which could be propagated to the rest of the interferogram. Example B in Section V illustrates this effect. Contrarily, a higher number of seeds allows the unwrapping of good quality areas without having to cross bad quality ones until the end, thus obtaining more accurate results than a monoseed method.

Two different region-growing-based PU approaches have been developed for interferometric synthetic aperture radar (SAR) PU so far. The first one [8] is based on least squares methods and attempts to reach a global solution per region, merging the unwrapped regions afterward. In contrast, the region-growing technique introduced in [9] starts from different seeds and the corresponding areas grow simultaneously by following a pattern of thresholds. At every step, growth rings are defined and every candidate following the threshold criteria will be unwrapped. When no pixel is unwrapped at a step, the thresholds are relaxed and the process continues. As a result of the threshold scheme, this method is affected by two important drawbacks. First, it does not guarantee an optimal solution. Second, it is computationally inefficient.

The new region-growing algorithm presented in this letter is based on optimized search strategies [4]. The algorithm starts selecting an arbitrary number of seeds and creating their corresponding regions. Independently of the number of regions, pixels of the interferogram are only classified in two different sets. First, the set of unwrapped pixels with neighbors without unwrap, whose final weight distributions must be saved in order to be used to unwrap subsequent pixels [2]. Second, the set of wrapped pixels with unwrapped neighbors. The pixels of this last set, which represent the candidates to be unwrapped, will be ordered according to an associated cost function \( f_c \). This cost function can be expressed as

\[
f_c = c_1 \cdot \text{COH} + c_2 \cdot \text{UNW}
\]

where \( c_1 \) and \( c_2 \) are adjustable weights, COH represents the coherence of the pixel, and UNW the number of unwrapped neighbors. The slope estimation will be calculated as the average of the single slope estimations from the surrounding unwrapped neighbors [2]. Therefore, the higher UNW is, the better the cost function. Note that \( f_c \) is updated per step.

In this way, only the pixel whose cost function is the best will be unwrapped at every step, providing the optimal solution [4]. On the other hand, it is computationally efficient since it guarantees the unwrapping of one pixel per step.

The computational cost increase when compared to the monoseed algorithm is insignificant since pixels of the interferogram are only classified in two different sets, independently of the number of regions.

B. Merging Grown Regions

A key issue for the region-growing algorithm lies in solving the region collision problem. The solution described in [9] overlaps a group of pixels at once due to the method used to grow. For the PU algorithm proposed here, there will not be overlap between regions but a collision between adjacent pixels, one per growing region. This will simplify the solution as follows. Let us suppose there exists collision between regions 1 and 2. In such a case, a new region as the result of merging regions 1 and 2 will be created. Therefore, the discontinuity between both regions, which is a multiple of \( 2\pi \), has to be removed. The unwrapped phase \( x_{1k}^e \) of pixel \( k \) in region 1 after removing this discontinuity can be obtained as

\[
x_{1k}^e = x_{1k} + 2\pi m
\]
where $x_{1k}$ is the unwrapped phase at pixel $k$ in region 1 still containing the discontinuity, and $m$ is the ambiguity factor given by

$$m = \text{round}\left\{\frac{x_{2n} - x_{1k}}{2\pi}\right\} \tag{3}$$

being $\text{round}(\cdot)$ the nearest integer function, and $x_{2n}$ the unwrapped phase at pixel $n$ in region 2 (collision pixel at region 2).

### C. Pseudocode of the Proposed PU Algorithm

The following steps define the overall proposed PU algorithm:

**Step 1:** A group of seeds is selected.

**Step 2:** Cost function $f_c$ per seed is obtained.

**REPEAT:**

**Step 3:** The pixel contained in the set of wrapped pixels whose $f_c$ is the highest will be unwrapped making use of the slope estimations from the surrounding unwrapped pixels and their weight distributions [2].

**Step 4:** IF region collision appears THEN solve the collision problem according to the method described in Section IV-B.

**Step 5:** Update lists of flags, weights, and cost functions $f_c$.

**WHILE wrapped pixels remain.**

### V. Results

This section shows the results obtained when using the MP local slope estimator and the proposed PU algorithm. The first example (Example A) illustrates, both graphically and numerically, the more accurate predictions of the MP local slope estimator when compared against the local slope estimator based on the mode of the PSD. A comparison between a monoseed, or path following PU algorithm, and the proposed multiseed solution is also illustrated when dealing with low-quality areas, i.e., areas containing high concentration of residues (Example B). The better performance of the proposed multiseed PU algorithm is shown. This feature can be attributed to the diversity of growth paths used by the algorithm, which allows tackling difficult areas from different directions. Finally, the good results when unwrapping real interferograms by means of the proposed multiseed PU algorithm are also shown (Example C).

#### A. Local Phase Slope Estimates $\Delta \Phi$ for a Synthetic Cone

This example illustrates, both graphically and numerically, a comparison between slope estimates provided by the MP and the mode of the PSD. Fig. 1 shows a cone interferogram of size $100 \times 100$ pixels and 50 rad of height.

A graphical comparison between results obtained by both methods is shown in Fig. 2. The parameter shown in Fig. 2 is the slope in the horizontal direction, $\Delta \Phi_H$, computed by using a window of $3 \times 3$ pixels, for the complete cone interferogram in Fig. 1. The better precision of the MP estimator is clearly demonstrated by the smoother aspect of the image.

A numerical comparison between the slope estimators for a single pixel of the same synthetic cone interferogram, for instance pixel $(30, 5)$, is shown in Table I. Slope estimates in horizontal ($0^\circ$, $\Delta \Phi_H$), vertical ($90^\circ$, $\Delta \Phi_V$), oblique-horizontal ($+45^\circ$, $\Delta \Phi_{OH}$), and oblique-vertical ($-45^\circ$, $\Delta \Phi_{OV}$) directions have been calculated from pixel $(30, 5)$ to the surrounding ones with the same $3 \times 3$ window. The better precision of the MP estimator is clearly demonstrated by the values in this table.

#### B. Synthetic Pyramid Containing Two Very Noisy Strips

As introduced in Section IV-A, when a monoseed region growing or a conventional path following PU algorithm is used, sometimes there will be no other chance than crossing a low-quality or noisy area. It yields the risk of erroneous PU and its propagation to the remaining pixels. Instead, when the proposed multiseed algorithm is used, good quality areas are unwrapped first, and low-quality ones can be approached from different sides at once, thus increasing the chance of success. To illustrate this feature, an input pyramidal synthetic interferogram has been contaminated with two longitudinal strips of Wishart noise...
Fig. 3. Pyramidal interferogram containing two strips of Wishart noise. (a) Wrapped input signal. (b) Coherence.

Fig. 4. Pyramidal interferogram containing two strips of Wishart noise. (a) Monoseed algorithm: result after 62.2% unwrapped pixels. (b) Monoseed algorithm: result after 75.5% unwrapped pixels. (c) Monoseed algorithm: final solution. (d) Multiseed algorithm: collision of regions 1 and 2. (e) Multiseed algorithm: collision of regions 2 and 3. (f) Multiseed algorithm: final solution.

[see Fig. 3(a)]. Fig. 3(b) shows the corresponding coherence of the data.

Fig. 4(a) and (b) shows intermediate results at two instants of the unwrapping process when a monoseed version of the proposed method is used. Then, Fig. 4(c) shows the erroneous final solution for this method. Fig. 4(d) and (e) shows intermediate results when the proposed multiseed algorithm is used instead, including the merging process between regions. It can be observed how the monoseed algorithm has no other chance that crossing both noisy strips from one side to the other. The low quality of the data inside the strips involves a low reliability of the slope predictions and the phases themselves, which has dramatic consequences when crossing from one side to another. Unlike this, the proposed multiseed PU algorithm can unwrap before both high-quality regions independently. In this way, the low-quality strips can be approached from both high-quality sides at once, thus increasing the success chances. In fact, Fig. 4(f) shows the correct unwrapped phase when the proposed multiseed algorithm is used. Concerning the computational cost increase of the multiseed method, it was insignificant (only 1% higher) when compared to the monoseed method.

C. X-SAR Interferogram Over Mount Etna

The data shown in Figs. 5 and 6 are the input wrapped phase and the coherence, respectively, extracted from an interferogram formed by a pair of single look complex images with 1718 × 1992 pixels, acquired by the X-band SAR (X-SAR) mission over Mount Etna. The sea region (at the top) has been masked out since the phase information is meaningless in this area.

Fig. 5 shows the unwrapped phase by means of the proposed multiseed PU algorithm. A quality test of this solution is shown
A new method to simultaneously filter and unwrap the phase contained in a SAR interferogram is presented in this letter. This solution combines a particle filter, a local slope estimator based on the MP technique introduced in [7], and an optimized version of the region-growing search strategy introduced in [9]. The better precision of the MP local slope estimator when compared to the one based on the mode of the PSD has been shown. A comparison between the proposed multiseed PU algorithm and its monoseed version has illustrated the better performance of the former when dealing with low-quality areas. Finally, the proposed PU algorithm has been applied to a real interferogram, showing a correct performance.

Our research line at present and in the near future is focused on the application of these state-space unwrapping strategies in advanced differential SAR interferometry for ground deformation monitoring, where the time coordinate has to be incorporated in the formulation.

VI. CONCLUSION
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